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Abstract—Virtual Reality (VR) provides the users with new
immersive media experiences, offering the possibility to freely
explore 360◦ content. Understanding these new exploration
behaviors is crucial for the development of efficient techniques
for processing, coding, delivering and rendering omnidirectional
content to offer the highest possible Quality of Experience
(QoE). Progress has already been made on visual attention (VA)
modeling for 360◦ content. In this paper we briefly review the
current status of research on this topic that led us to propose
a benchmarking platform for evaluating and comparing the
performance of models for saliency and scanpath prediction
for 360◦ content. This paper introduces the ‘UN Salient360!
benchmark” platform featuring a dataset, a toolbox and a
framework for evaluation of different class of models. This online
platform can be found in https://salient360.ls2n.fr/.

Index Terms—Omnidirectional content, visual attention,
saliency, scanpath, benchmarking, 360◦ content.

I. INTRODUCTION

An extensive research effort has been made in the last years
to develop Visual Attention (VA) models for 2D and even
stereoscopic 3D images and videos [1], [2]. In this effort,
benchmarking the proposed models is essential to identify their
performance and applicability to practical applications such as
coding, transmission, and rendering (in the area of multimedia
communications) [3][4][5].

The recent emergence and development of Virtual Real-
ity (VR) and 360◦ content applications has led to the research
on VA for omnidirectional content. In fact, some works have
already been carried out analyzing VA in this type of content to
take into account the novelties that this technology provides to
the users, in terms of exploring the represented scene [6][7][8].
Unlike traditional 2D viewing, where users watch a screen
with a fixed head position, in 360◦ content users can freely
explore the scene, seeing different content according to their
head positions. These novelties affect VA and hinder the direct
application of VA models originally developed for traditional
technologies.

Furthermore, this new way of consuming audiovisual con-
tent increases the need for reliable VA models, in order to
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obtain efficient approaches for several applications, such as
coding [9], streaming [10], foveated rendering, cinematogra-
phy [11], movie editing [12], and Quality of Experience (QoE)
evaluation [7].

Taking into account the current status of VA research for
360◦ content, benchmarking is required to help on the devel-
opment and identification of appropriate models. Therefore,
this paper introduces a benchmarking platform for saliency
and scanpath models for omnidirectional images and videos,
including a benchmark dataset, evaluation tools and a frame-
work for a continuous performance evaluation and ranking of
the proposed models.

The rest of the paper is structured as follows. Section II
provides an overview of the state-of-the-art on VA for 360◦

content, which led to propose a platform for benchmarking
of saliency and scanpaths models for omnidirectional content,
described in Section III. Finally, Section IV draws some
conclusions.

II. STATE-OF-THE-ART ON VA FOR 360◦ CONTENT

Some research has already been done related to VA on
VR and 360◦ content. For instance, a precursory study was
carried out by Marmitt and Duchowski [6] focused on ana-
lyzing visual scanpaths in VR environments. Then, after the
recent development of immersive media technologies (e.g.,
HMD devices, tracking tools, VR services, etc.) and the
emergence of 360◦ content for entertainment applications,
some more works have been published taking into account
how users consume omnidirectional content. In this sense, the
first approximation is to study how the observers explore this
type of content analyzing their head movements, usually by
using the head motion trackers integrated within the Head-
Mounted Displays (HMD) [13][14]. Therefore, this data could
be used to optimize media processing systems (e.g., coding [9],
transmission [10]) and applications (e.g., automatic cinematog-
raphy [11]).

Although head movement could be a valuable proxy for VA
in certain cases, eye movements are also crucial to understand
how people explore 360◦ content. Thus, with the development
of eye-trackers suitable to be integrated in HMDs, a few
studies have been carried out investigating both head and eye
movements when visualizing omnidirectional content [8][12],
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and even considering how the outcomes of theses studies can
be applied for applications such as quality assessment [7].

A critical aspect on the research on VA for 360◦ content is
the availability of public datasets containing appropriate stim-
uli and as much information as possible about the exploration
behavior of the users. Thus, some datasets have already been
published with data from subjective experiments that allowed
the collection of tracking data from groups of participants. In
this sense, some video datasets are available containing head-
movement data from observers [15][16][17][18], while the
availability of eye tracking data is much more limited due to
the need of specific eye trackers. Nevertheless, some datasets
have been published containing both head and eye movements
information for 360◦ images [19][8] and videos [12].

Finally, some efforts have already been done towards the
development of VA models for omnidirectional content. In
particular, it is worth pointing out the organization of the
“Salient360!” Grand Challenge at ICME’17 that supported
the development of saliency and scanpaths models for 360◦

images, providing a dataset with eye and head tracking data
and an evaluation of the proposed models. This activity
resulted in the publication of several models for saliency maps
considering only head movements, saliency maps taking also
into account eye movements, and scanpaths for head and eye
movements [20].

III. BENCHMARKING VA MODELS FOR 360◦ CONTENT

The proposed framework aims at a continuous benchmark
of VA models for 360◦ content, extending the concept of the
MIT saliency benchmark [21] (for 2D images). The proposed
web-based platform (https://salient360.ls2n.fr/) is based on the
following points:

• Accepted models: Four types of VA models are ad-
dressed, both for images and video, aiming at predicting:
1) saliency maps derived from the head movements only,
2) saliency maps derived from the head movements as
well as from eye movements within the viewport, 3)
scanpaths of eye gaze (i.e., considering head and eye-
movement), and 4) scanpaths of head-gaze (i.e., center
of the viewport as a succession of head-positions).

• Benchmark dataset: A benchmark dataset is used for
evaluating the performance of the models (see details in
Subsection III-A). The 360◦ stimuli (images and videos)
are made available, although the corresponding ground-
truth data of head and eye movements is kept secret for
fair benchmarking (avoiding the possibility of training
models with this information). In this sense, training
datasets (totally different form the benchmarking dataset)

are also provided by the organizing team containing both
the stimuli and the eye and head movement data.

• Benchmark tools: A toolbox is provided to compute met-
rics for comparing saliency maps and scanpaths to assess
the performance of the models. A detailed description of
those metrics is provided in Subsection III-B. It is worth
noting that this is a first approach, so future findings of
the research community regarding metrics on this topic
will be considered.

• Workflow: The process of benchmarking VA models is
based on asking the interested people to run their models
in the benchmark dataset of stimuli, and provide their
results (saliency maps and/or scanpaths) to the benchmark
platform. The performance evaluation is then carried out
by the organizing team (according to the benchmark met-
rics), and a ranking for each type of model is published
on the website.

A. Generation of the benchmark dataset

The ground-truth data, for the considered four types of
models consist on saliency maps (in equi-rectangular format)
and scanpaths (sequences of fixations). This ground truth is
generated from the head and/or eye movements of the partic-
ipants in a subjective test, who freely explore the benchmark
stimuli using an HMD with an embedded eye-tracker.

The raw tracking data is firstly processed to generate the
ground-truth saliency maps and scanpaths. In particular, the
eye-tracking data is firstly parsed to identify fixations and
saccades. This process should be carried out in the spherical
domain to avoid other projection issues [7]. Then, once this
classification is made, the fixations are used to generate the
saliency maps and the scanpaths based on eye and head data.
For head-only saliency maps and scanpaths, the head-gaze is
set in the center of the viewport, and head trajectories are
defined by sampling the raw head-tracking data coming from
the HMD.

B. Evaluation metrics

1) Comparing saliency maps: To benchmark the models
that estimate saliency maps (both from head-only data and
head and eye data), the outputs of the models are compared
to ground-truth saliency maps. Several studies have already
been published proposing and analyzing metrics for comparing
saliency maps for conventional images [22][4], while for
videos usually a frame-by-frame comparison is carried out,
and the values are pooled to obtain a global score [23]. In
particular, the metrics considered to compare saliency maps
are: Linear Correlation Coefficient (LCC), Kullback-Leibler
divergence (KLD), Normalized scanpath saliency (NSS), Area
under the curve (AUC), and Information Gain (IG) [5].

To apply these metrics to omnidirectional content, it is
important to take into account distortions caused by projection
issues. In particular, since equi-rectangular saliency maps
are considered in the proposed benchmarking platform, the
stretching at the poles of this image format should be taken
into account. The most appropriate way to do this is to take



the saliency values of the equi-rectangular saliency maps that
correspond to the points resulting from an uniform sampling
of the sphere [19]. Then, the aforementioned metrics could be
used over these saliency values.

2) Comparing scanpaths: Several metrics have also been
proposed for comparing scanpaths in traditional content
[24][25][26]. However, their performance and reliability seem
to be very dependent on the specific case, meaning that they
are probably not as established as the metrics for comparing
saliency maps [22].

Taking this into account, the metric proposed by Jarodzka et
al. [27] has been considered for benchmarking scanpaths (both
models based on head-only movements and based on head and
eye movements). In essence, this metric allows a comparison
between the sequence of fixations from two scanpaths in terms
of similarity aspects, such as spatial proximity between the
fixations, difference in their direction and magnitude, and
temporal proximity.

Normally, for a given stimuli, several scanpaths are obtained
coming from each participant in the experiment for generating
the ground truth. Thus, to benchmark scanpath models, the
models should provide as many scanpaths as contained in the
ground-truth, so that all of them would be compared. Then, the
results are averaged to obtain a global score. With this aim,
an optimizer algorithm is used to make a one-to-one match
between the scanpaths so the best-matches among all of them
are considered.

Since this metric was originally proposed for still 2D
images, some modifications were made to fit it to this specific
benchmark case. In particular, to deal with 360◦ content,
the orthodromic distance is used instead of the euclidean
distance proposed in the original metric. In addition, to deal
with video content, the temporal alignment of the compared
scanpaths used in the original metric is avoided, since temporal
misalignment is meaningful when comparing scanpaths in
dynamic content [27].

IV. CONCLUSION

The main contributions of this paper are twofold. On one
side, the paper provides an overview of the status of the re-
search on VA for 360◦ content, especially covering exploratory
experiments and datasets with tracking data. On the other side,
and as a consequence of this current status, a benchmarking
platform is introduced for evaluating and comparing the per-
formance of models for saliency and scanpath prediction for
omnidirectional content, which includes a dataset, tools and a
framework for model evaluation.
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[27] H. Jarodzka, K. Holmqvist, and M. Nyström, “A vector-based, multi-
dimensional scanpath similarity measure,” in Proc. Symposium on Eye
Tracking Research & Applications. ACM, 2010, pp. 211–218.


